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Question

•Human beings can gain a better understanding by
reading a sentence repeatedly.

•Will Repeated Reading (re-read) also benefit natural
language understanding?
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What structure has the ability to re-read?
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•Bi-LSTM

•Multi-level attention

•Deep Bi-LSTM

•Multi-pass Bi-LSTM



Standard Bi-LSTM
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Multi-level attention mechanism
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Deep Bi-LSTM
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Multi-pass Bi-LSTM
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What tasks can we evaluate on?
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•Part-of-speech Tagging
•Sentiment Analysis

•Semantic Relationship Classification
•Event Extraction



Part-of-speech tagging

• Data:Wall	Street	Journal	(WSJ)	data

• Sections	0-18	of	the	Wall	Street	Journal	(WSJ)	data	for	
training
• sections	19-21	for	validation
• sections	22-24	for	testing.	
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Part-of-speech tagging result
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Sentiment analysis
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• Data: Stanford	Sentiment	TreeBank

• We reconstruct 11,855	sentences into 215,154	phrases,	so that the	
reconstructed	dataset	contains	215,154	examples.	

• Fine grained and coarse grained: Fine-grained	classification	result	
(very	negative,	negative,	neutral,	positive,	very	positive).	Coarse-
grained	classification	result	(negative,	positive).	



Sentiment analysis result (fine grained)
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Sentiment analysis result (coarse grained)
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Semantic relationship classification
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• Data: SemEval-2010	Task	8	dataset	
• The	dataset	includes	8,000	training	instances	and	2,717	test	
instances.	



Semantic relationship classification result
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Event Extraction
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• Data: Event	Extraction	on	the	ACE	2005	dataset	
• The	newswire	texts	in	ACE2005	dataset	are	divided	into	training (529	
documents)	/	develop (10	documents)	/	testing (40	documents).	



Event extraction result
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Suggestions for NLPers

•When to use?

•Which to use?
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When to use?

• If	the	task	requires	to	understand	the	meaning	of	the	
whole	sentence	instead	of	single	words,	we	suggest	to	
use	repeated	reading	mechanism.	
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•Thanks!
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