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Terms

• [medical concept]: medical entities

• Concludes：
• Medications：Such as Aspirin, penicillin
• Medical signs：heart rate, body temperature
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Terms

• [Symptom]：symptom, what leads to various [medical concepts].

• [Symptom] can be “fever”, “blood-related”, “alleviation” etc. general
things.
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Terms

• [distributed representation]

• Low dimensional vector representations for real work medical
concepts.
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Terms

• [concept-dosage pair]

• A same [medical concept] can pair with different dosages. Eg. 50 mg
Aspirin or 100 mg Aspirin

• We call such pair [concept-dosage pair]

4



Motivations
• Learning [distributed representation] for [medical concept] can help
us:

• Better understanding about relationships behind [medical concepts]
• Encode rich information in [distributed representation], and help other
machine learning tasks and models in medical area.
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Problem found

• Obviously, a lot of [medical concepts] are pointing to more than one
[symptoms]. Eg.

• Eg., Aspirin ([medical concept]) can cure both fever ([symptom]) and
cardiovascular disease (another [symptom])

• So that multi-sense [distributed representation] learning is needed
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Difference brought by dosage

• [medical concepts] are always accompanied by dosage information.
• Eg, [Aspirin-50mg], [80bpm-heart rate]

• Such dosage information can not be utilized in previous works.
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Intuitions

• Traditional [distributed representation] learning models such as skip-
gram learns information from data context. That is to say the co-
occurrance between concepts in data.

• Topic model can:
• Assign different [symptoms] to a same [medical concept], so that it can help
realize multi-sense representation learning.
• In topic model, [symptoms] can be shared among [medical concepts]. This is
also intuitively correct, sine a lot [concepts] points to a same [diagnose].
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Topic	Medical	Concept	Embedding
(TMCE):	Multi-Sense	Representation	

Learning	for	Medical	Concept
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• TMCE combines both intuitions

• TMCE uses topic model to construct N-N relationships between
[medical concepts] and [symptoms], at the same time, utilize
information from context.

• We also considered dosage information into the inference process
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Model

• Firstly a Dirichlet process are designed to represent and generate all
[symptoms]
• A circle in the picture stands for a [symptom], represented by a
normal distribution
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Model
• The top layer (symptom layer) DP is used as the base distribution for
lower layer (medical layer).
• Each [medical concept] are sampled from top layer DP, and may
contain more than one [symptom]. (multi-sense)
• So that [Symptoms] are shared by [medical concepts]
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A further assumption

• When a specific [medical concept] is related to a specific [symptom],
the dosage of the [medical concept] should follow normal distribution
around a fixed dosage.

• Eg.，when Aspirin ([medical concept]) are used to cure
fever([symptom]), the dosage should be around x mg with a variance
of y, normal distribution.
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模型
• Finally, [distributed representations] for [concept-dosage pairs] are
generated under the influence of both topic model and context (skip
gram)
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Practical Training

• For sake of high training efficiency, we divided the training process
into two steps:

• 1- Train [distributed representation] with skip gram
• 2- Fix all [distributed representations], inference latent parameters of
topic model。

• Iteration…
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Quantitative experiment
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• In each visit in dataset, there are [diagnose] assigned by doctors。If a
[concept-dosage] appeared in this visit, [diagnoses] assigned to this
visit are used as tags for this [concept-dosage pair]
• Binary classification task
• Predict [diagnose] by representation of [concept-dosage pair]
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Result
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• X axis stands for proportion of training data.
• We used MIMIC III data by MIT.
• Distributed representation learned by TMCE can predict diagnose
better than other baselines.



Case study-1

• [Medical concepts] under a same [diagnose] are highly related
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Case study

•列表格，说明同一类的东西都相关。
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Case study-2, concept relationships
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• Three plots stand for
three kinds of diabetes
drug
• The first one is a regular
diabetes drug. The
second one is a fast rate
strong diabetes drug.
The last one is a slow
rate diabetes drug



Case study-2, concept relationships
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• Same color stands for
same global [symptom]
• All three kinds of
diabetes drug are
assigned similar
[symptoms]
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• If we look at the green
global symptoms in the
three plots, we will find:
• To gain a similar effect,
fast rate drug needs
lower dosage while slow
rate drug needs higher
dosage.
• This case shows that
dosage information are
successfully taken into
account.



Thanks for your time and patience!
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