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Task Description

 Community question answering aims at choosing the
most appropriate answer for a given question.
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Motivation

* Attentions from different aspects are always simply
summed up and can be seen as a “single view”,
causing severe information loss.
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Multi-View Fusion Neural Network (MVFNN)

e we propose a Multi-View Fusion Neural Network (NVFNN), where
each attention component generates a “view” of the QA pair. We
utilized totally Four attention views

* A fusion RNN integrates the generated views to form a more holistic
representation.
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Multi-View Fusion Neural Network (MVFNN)

Inquiry Type View

Inquiry Main Verb View Fusion RNN

>

Inquiry Semantic View

Co-attention View
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Notations

* In this work, each word is represented using an embedding vector:

ZEiERd

* We denote the question and the answer as:
_ dx|Q|
XQ=1{Tq,Tgsy - 1Tqo } ER

dx| A
XA =1{Za,,Tazs yTay } ER Al
* |Q| and |A] represent the length of the question and answer, respectively.
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Inquiry Type View

* For typical question sentences, for example those in the WikiQA
dataset, we used interrogative word (‘what’, ‘how’, ‘why’) as inquiry

type.

* In Semeval-2016 CQA dataset, there is an inquiry type annotated for
each question. So we just take this annotated type to calculate our
Inquiry type view.
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Inquiry Type View
* We denote the interrogative word as
r; € RY
* Inquiry Type View attention is calculated as:
Att, = softmaz(w; tanh(Wixy ® Wi X))

* We generate the Inquiry Type View as:

V, = Att, @ X4, V, € R#A
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Main Inquiry verb View

* We use the root of dependency relationship as main inquiry verb.

punct
| dobj \
LN /mm

wp. W82 NN NN

what causes heart disease ?
advmod
aux nmod
/»/’_ \ N
WRB VBD NNS POS NN NN IN DT NN

how did women s role change during the war
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Main Inquiry Verb View

e We denote the main verb as

X.c R

* Inquiry Type View attention is calculated as:

Att, = softmaz(w: tanh(Weze ® WeeXa))

* We generate the Inquiry Type View as:

V. = Att, ® Xa,V, € R&IAl

11/30/17



Inquiry Semantic View

* To understand the meaning of the whole question, we need to build
the question’s semantic information into the inquiry semantic view.
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Inquiry Semantic View

* We denote the semantic information of the question as:

rs = Average(LSTM (xq1,Zq2, ... ,ZqQ|))

* Inquiry semantic View attention is calculated as:

Atty, = softmax(wl tanh(Wszs ® WsaX4))

* We generate the Inquiry Type View as:
V., = Att, @ X4, V, € R¥*4
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Co-attention View

* Inspired by previous work on two-way attention from paired aspects
(Santos et al. 2016; Xiong, Zhong, and Socher 2016)

e we introduce a co-attention view in this work, focusing more on the
interaction between the question and the answers.

* We first compute the affinity matrix, which contains affinity scores
that correspond to all pairs of question words and answer words:

M = X3 Xq
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Co-attention View

* Then we normalize M row-wise and column-wise to obtain the
attention weights:

C? = softmazx(M)" € RIQI*Al
CA = softmaz(M)" € RIAI*IRI
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Co-attention View

« we directly multiply X 4 and C'4 to obtain the summaries of the
answer for each word in the question:

Sa = X4C* € R*I9
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Co-attention View

 We compute the summary of the question and the summary of the
previous attention context S 4 in light of each word of the answer,
then we get the co-attention QA pair view Vop and co-attention
question view Vgg

Vop = SaC® € R™A
Voo = XoC® € R4
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Concatenated View Matrix

* We concatenated five view vectors from four types of views

Vi; Vo; Vs Vop; Vog| € RYA
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Fusion multiple views

e Simple Bi-LSTM Fusion
e Simple Bi-LSTM Fusion + ResNet
* Fusion RNN for Building A Holistic View
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Simple Bi-LSTM Fusion

ViV

» Read the word-level view sequence [V.1, Vi, -+, V4]
l with Bi-LSTM:
hi,... hja) = BiLSTM(Vy, ... V|A|)
BiLSTM

* The matching score is calculated as:

Y

meni 8(Xg,Xa) =w' Average(hy, ... ,hia)

i

output
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Simple Bi-LSTM Fusion + ResNet

* The difference to simple BiLSTM is that the inputs
of the BiLSTM are directly linked to the output:

Vin = Average(V1, ... ,V|A|)
S(XQa XA) — wT(have = Wfresvin)

output
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Fusion RNN for Building A Holistic View

z = sigmoid(Wxh,> ;) € R*M

BiLSTM

v

hy - hy---




Fusion RNN for Building A Holistic View

BiLSTM M a) = [My4); M|
hl---¢hi--- ht — [ht_>’ hz_]



Fusion RNN for Building A Holistic View

Vi Vi * Since the external memory keeps the
important information of the input view, we
add external memory to the average
pooling of the BiLSTM’s output as inspired

: by deep residual network (He et al. 2016

BiLSTM  deep residual network )

hy---h;--

have = Average(hi, ... , Hj4))
b= hcwe + WmhM|A|
output S(XQ, XA) —_ ’LUTF
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Training

* Target: The score of the correct answer-question pair should be
larger than any other pairs.

S(x%w;—ae) Z S(w(bm_ 9) T M

a )
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Training

* Minimize the target:

l(m%x_'_ ;1:;,0) — M+8($Q7x;79) - S(CUq,SE;_,H)

a )’

1
‘](9) — |?‘ Z maa:{O,l(atq,a::, Tg s 9)}

(a:q,ar;;f,a:;)EY
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Experiments : Wiki-QA
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Method MAP MRR
Yang, Yih, and Meek (2015) 0.6520 | 0.6652
Yin et al. (2015) 0.6921 | 0.7108
Miao, Yu, and Blunsom (2015) 0.6886 | 0.7069
Santos et al. (2016) 0.6886 | 0.6957
Wang, M1, and Ittycheriah (2016) | 0.7058 | 0.7226
He and Lin (2016) 0.7090 | 0.7234
Wang, Liu, and Zhao (2016) 0.7341 | 0.7418
Wang and Jiang (2016) 0.7433 | 0.7545
MVFEFNN 0.7462 | 0.7576
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Experiments: Sem-Eval-2016
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Method MAP MRR
Hu et al. (2014) 0.7798 -
Santos et al. (2016) | 0.7712 -
Filice et al. (2016) | 0.7919 | 0.8642
Joty et al. (2016) 0.7766 | 0.8493
Zhang et al. (2017) 07917 | 08311
(w/o features)

Zhang et al. (2017) | 0.8014 | 0.8423
MVENN 0.8005 | 0.8678
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Experiments: Fusion Methods

WikiQA SemEval CQA

Method MAP | MRR | MAP | MRR
Simple BILSTM | 0.7253 | 0.7378 | 0.7855 | 0.8539
+ ResNet 07312 | 0.7479 | 0.7911 | 0.8644
Fusion RNN 0.7462 | 0.7576 | 0.8005 | 0.8718

11/30/17

27




Experiments: Multi-View

WikiQA SemEval-2016 CQA
Method MAP | MRR | MAP | MRR
Single-view 0.6882 | 0.7004 | 0.7780 0.8591
p-value 0.0015% | 0.0016x% | 0.0122x% | 0.0256x
MVENN 0.7462 | 0.7576 | 0.8005 0.8718
MVENN — Inquiry Type View 0.7368 0.7390 0.7851 0.8463
MVENN — Inquiry Main Verb View | 0.7319 0.7411 0.7843 0.8499
MVENN — Inquiry Semantic View 0.7382 | 0.7576 0.7826 0.8575
MVENN — Co-attention View 0.7018 0.7130 0.7503 0.8238
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