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Task Description

•Community	question	answering	aims	at	choosing	the	
most	appropriate	answer	for	a	given	question.
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Motivation

•Attentions from different aspects are	always	simply	
summed	up	and	can	be	seen	as	a	“single	view”,	
causing	severe	information	loss.	

11/30/17 2



Multi-View	Fusion	Neural	Network	(MVFNN)

• we	propose	a	Multi-View	Fusion	Neural	Network (NVFNN),	where	
each	attention	component	generates	a	“view”	of	the	QA	pair. We
utilized totally Four attention views

• A fusion	RNN	integrates	the	generated	views	to	form	a	more	holistic	
representation.	
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Multi-View	Fusion	Neural	Network	(MVFNN)

11/30/17 4

Inquiry Type View

Inquiry Main Verb View

Inquiry Semantic View

Co-attention View

Fusion RNN



Notations

• In	this	work,	each	word	is	represented	using	an	embedding	vector:

• We	denote	the	question	and the answer as:

• |Q|	and	|A|	represent	the	length	of	the	question	and	answer,	respectively.	
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Inquiry Type View

• For	typical	question	sentences,	for	example	those	in	the	WikiQA
dataset,	we used interrogative word (‘what’, ‘how’, ‘why’) as inquiry
type.

• In	Semeval-2016	CQA	dataset,	there	is	an	inquiry	type	annotated	for	
each	question.	So	we	just	take	this	annotated	type	to	calculate	our	
inquiry	type	view.	
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Inquiry Type View

• We	denote	the	interrogative word as	

• Inquiry Type View attention is calculated as:

• We generate the Inquiry Type View as:
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Main Inquiry verb View

• We use the root of dependency relationship as main inquiry verb.
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Main Inquiry Verb View

• We	denote	the	main verb as	

• Inquiry Type View attention is calculated as:

• We generate the Inquiry Type View as:

11/30/17 9



Inquiry Semantic View

• To	understand	the	meaning	of	the	whole	question,	we	need	to	build	
the	question’s	semantic	information	into	the	inquiry	semantic	view.	
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Inquiry Semantic View

• We	denote	the	semantic information of the question as:

• Inquiry semantic View attention is calculated as:

• We generate the Inquiry Type View as:
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Co-attention View

• Inspired	by	previous	work	on	two-way	attention	from	paired	aspects	
(Santos	et	al.	2016;	Xiong,	Zhong,	and	Socher 2016)
• we	introduce	a	co-attention	view	in	this	work,	focusing	more	on	the	
interaction	between	the	question	and	the	answers.	
• We	first	compute	the	affinity	matrix,	which	contains	affinity	scores	
that	correspond	to	all	pairs	of	question	words	and	answer	words:	
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Co-attention View

• Then	we	normalize	M	row-wise	and	column-wise	to	obtain	the	
attention	weights:
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Co-attention View

• we	directly	multiply	 and	 to	obtain	the	summaries	of	the	
answer	for	each	word	in	the	question:

11/30/17 14



Co-attention View

• We	compute	the	summary	of	the	question	and	the	summary	of	the	
previous	attention	contexts in	light	of	each	word	of	the	answer,	
then	we	get	the	co-attention	QA	pair	view and	co-attention	
question	view	 :	
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Concatenated View Matrix

• We concatenated five view vectors from four types of views
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Fusion multiple views

• Simple Bi-LSTM Fusion
• Simple Bi-LSTM Fusion + ResNet
• Fusion RNN for Building A Holistic View
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Simple Bi-LSTM Fusion
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• Read	the	word-level	view	sequence
with Bi-LSTM:

• The matching score is calculated as:



Simple Bi-LSTM Fusion + ResNet

• The	difference	to	simple	BiLSTM is	that	the	inputs	
of	the	BiLSTM are	directly	linked	to	the	output:
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Fusion RNN for Building A Holistic View
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Fusion RNN for Building A Holistic View
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Fusion RNN for Building A Holistic View
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• Since	the	external	memory	keeps	the	
important	information	of	the	input	view,	we	
add	external memory to	the	average	
pooling	of	the	BiLSTM’s output	as	inspired	
by	deep	residual	network	(He	et	al.	2016)



Training

• Target: The score of the correct answer-question pair should be
larger than any other pairs.
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Training

• Minimize the target:
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Experiments : Wiki-QA
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Experiments: Sem-Eval-2016
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Experiments: Fusion Methods
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Experiments: Multi-View
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•Thanks!
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